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Introduction

¹SVMҠ ӣẃ pattern classificationế‍ ἤ ᾼ ȴ
¹ ӐϱȲSVM ╥Ϛ ẓצ ֵṏֻ ἤᾼlinear machine

¹The main idea of a support vector machine is to construct a 
hyperplane as the decision surface in such a way that the 
margin of separation between positive and negative 
examples is maximized.

¹The support vector machine is an approximate 
implementation of the method of structural risk minimization.

ŞVM ẓצ ᾼ ἤȲ SVMӑ ֥ problem-domain
knowledgeȲᵀ ẁṏֻᾼ generalization performance ȴ
∂̧ SVM ᾎᾼ ї╥support vector xiế█ Ϥ֣ x
ᾼinner-product kernelȴ
¸ inner-product kernelᾼ ӢѠהȲҠ∂ Л֝ᾼ‍ ἤ
ḟ ῶ ᾼ ἤȴ
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Background
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Background (cont.)
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Optimal Hyperplane for Linearly Separable Patterns

¹ᴕ training sample {(xi, di)}
N

i=1ȲẔdesire 

responseⱢҠ ἤи ᾼ+1Ἠ-1ȴ

Ҡиױ⁄¹ ᾼhyperplaneứ כ

ẔМȲxⱢinput vectorȲwⱢҠ ᾼweight 

vectorȲbⱢbiasȲ֪ױҠ иױ ᾼ כ

0=+bT
xw

1for     0 +=²+ ii

T dbxw

1for    0 -=<+ ii

T dbxw
(6.2)

(6.1)
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Optimal Hyperplane for Linearly Separable Patterns

¹ С ֣ wế bȲ⁄ЮὑEq(6.1)Ἤứ ᾼ
hyperplaneế Ὼᾼ ᾼ Ɫmargin of 

separationȲѿ rῶӱȴ

¹SVMᾼӭ ╥᷄Ϛ ứᾼhyperplaneȲṿmargin of 

separation r Єоȴ

Ţhe decision surface is referred to as the optimal 

hyperplane.

¸̓ w0ếb0иᵑῶӱ Ṿᾼ ֣ ếbiasȴ

⁄̧ӣẃῶӱ ϤῈ ᾼֵ ⇔ ἤḟ ῶ ᾼoptimal 

hyperplaneҠῶӱכ

000 =+bT
xw (6.3)
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Optimal Hyperplane for Linearly Separable Patterns

Class 1

Class 2

Many linear classifiers (hyperplanes) separate the data. 

However, only one achieves maximum separation.

Which one should we choose?

x1

x2

1=+bT
xw

1-=+bT
xw0=+bT

xw
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Optimal Hyperplane for Linearly Separable Patterns

¹The algebraic measure of the distance from x to the 

optimal hyperplane is defined as a discriminant function

¹֪ⱢEq(6.3) ȲἬѿ҆g(xp)=0

or

00)( bg T += xwx

000=)g( wxwx rbT =+

0

0

0

)(

ww

x bg
r ==

1for 1

1for   1

00

00

-=-¢+

+=²+

i

T

i

T

db

db

xw

xw

֣ xẞoptimal 

hyperplaneᾼ (6.4)

Desired algebraic distance
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Optimal Hyperplane for Linearly Separable Patterns

¸ᶺ ᾼӭᾼ╥ С T  ={(xi,di)}᷄ҏoptimal 

hyperplaneᾼ woếbo

¸ 6.2Ҡ῀(wo,bo) Ṝϯԝ Ԉ

¸The particular data points (xi,di) for which the first or 

second line of Eq. (6.6) is satisfied with the equality sign 

are called support vectors.

¹The support vectors are those data points that lie closest to the 

decision surface and are therefore the most difficult to classify.

1for 1

1for   1

00

00

-=-¢+

+=²+

i

T

i

T

db

db

xw

xw (6.6)
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Optimal Hyperplane for Linearly Separable Patterns

¹ᴕ Ϛsupport vector x(s) for which d(s)=°1Ȳ ứ
Ҡ

¹ Eq(6.5) ȲThe algebraic distance from support 

vector to optimal hyper plane is

¹Margin of separation between two classes

¹Maximum rimplies minimizes ||w0||
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() () () 1for    1)( 00 @@@ === ssTs dbg xwx

֪ⱢצӔ Ẓ Ѡ֣Ȳ
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(6.7)

(6.8)

(6.9)
ЄоrȲד ὑ Њо
֣ wᾼEuclidean 

norm
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¸Quadratic Optimization for Finding the Optimal 

Hyperplane

¹ᶺ ᾼӭᾼ֯ὑṿӣϚ ӐT={( xi, di)
N

i=1}Ȳẃ
᷄ҏϚ Ṝϯהᾼoptimal hyperplane

constrained optimization problemҠױȲױ¹֪ כ
,...,N ,ibd i

T

i 21for   1)( =²+xw

Eq(6.6)ᾼ Ԉ
֥ ẃ

Optimal Hyperplane for Linearly Separable Patterns

(6.10)

ֽὨ чҿԝ ԈȲ
margin of separationױ

Ɫsoft
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Optimal Hyperplane for Linearly Separable Patterns

¸Ҡṿӣlagrange multipliersᾎẃ (6.10) Ԉ Ṿоᾼ

¸∂ Lagrangian functionֽϯȸ

ai are called Lagrange multipliers.

ױ ᾼ Ӣ֯ J(w,b,a)ᾼ (saddle point) Ȳ֪ױ
Ҡиᵑ J(w,b,a) wếb иȲṳ Ὠ Ɫ0ȴ
Minimized with respect to w and b; it also has to be 

maximized with respect to a.

ä
=

=
N

i

iiid
1

xw a

ä
=

=
N

i

iid
1

0a

(6.12)

(6.13)

[ ]ä
=

-+-=
N

i

i

T

ii

T bdbJ
1

1)(
2

1
),,( xwwww aa (6.11)

иᵑ Eq(6.11) wц b и∟Ȳ
Ҡ
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Optimal Hyperplane for Linearly Separable Patterns

¹֯ ϱ(saddle point) ᾼḕ Lagrange multiplier aiȲ ṷ
ᾼ ᾼ Ԉ ҷȴ

¹Ҭצ⌂ֻ ṜEq(6.14)ᾼ Ҡ Ɫ‍ ȴ ἤ╥
Ṿо ᾼKuhn-Tucker conditionȴ

¹Dual problemếprimal problem ᾼ֝דצ Ṿ ȴ

¹Duality theorem
¸ If the primal problem has an optimal solution, the dual problem also has an 

optimal solution, and the corresponding optimal values are equal.

¸ In order for wo to be an optimal primal solution and ao to be an optimal dual 

solution, it is necessary and sufficient that wo is feasible for the primal problem, 

and

[ ] ,...,N,ibd i

T

ii 21for  01)( ==-+xwa (6.14)

֪Ɫ֯ ϱȲ и ὑ ȴ(⌂ֻ֯decision surfaceϱȲҠ
ὑԉᴶϚ )

( ) ( ) ( )ooooooo bJbJ aa ,,min,, www
w

==F
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Optimal Hyperplane for Linearly Separable Patterns

¸ ⱢϠ primal problem ứכdual problemȲ Ԓ Eq(6.11)

¸ ӦEq(6.12) Ȳ wѿ ҅Ϥ

¸ ϱ҅הϤEq(6.15) Ȳ ∟ṳ J(w, b, a)=Q(a)

ä ää
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Ӧdual problemḟứoptimal ai (Ҫ ao,i )

Ҭᵶai

҅Ϥ (6.12) ẞoptimal weight w0

ӦEq(6.7)הȲ҅Ϥ (6.18) ẞoptimal bias b0

1for    1 )()(

00 =-= ssT db xw

ä
=

=
N

i

iiid
1

,00 xw a (6.17)

(6.18)

Optimal Hyperplane for Linearly Separable Patterns

¸The Dual Problem

Dual problem╥Ӧ
(N) ẞȴ

primal problemדѩȲҬ
aiȴ
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П› for linear separableȲ ֯Ɫnon-separable pattern 

(б иpattern Ϥpartition marginв)ȸ

Thexi are called slack variables
(ῶӱ ế patternи ἤᾼdeviation)

0¢xi ¢1 Ӕ и xi >1 ЛӔ и

Optimal hyperplane for non-separable patterns

( ) Nibd ii

T

i ,....,2,1,1 =-²+ ȱȱxxw

֯hyperplaneᾼứ М
Ϛ ‍ ᾼscale

Ȳῶӱ
֯region of separationȲѹ֯
decision surfaceᾼӔ ȴ

֯и
МȲᵀ

֯decision 

surfaceᾼӔ
ȲҠӔ
и

{}N
ii 1=

x

10 ¢¢ ix
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ⱢϠ Ѡ―Ȳ ϱ
הḆḂⱢῺᴿה

Then

The first term in Eq. (6.23) is related to minimizing the VC dimension of the 

support vector machine.

The second term is an upper bound on the number of the test errors.

The parameter C is user determined (1)experimentally (2)analytically.

Correct but maybe inside the margin

Incorrect

Optimal hyperplane for non-separable patterns

¹ᶺ ᾼӭ ֯᷄ҏϚseparating hyperplaneȲṿ
֥ᾼӂᶁ и Њоȴ

ä
=

+=F
N

i

i

T C
12

1
),( xx www (6.23)
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Then for the soft classification: ( nonseparableᾼ ᾓ)

The primal problem for the nonseparable case is stated as

Optimal hyperplane for non-separable patterns
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Optimal hyperplane for non-separable patterns

¸ ӣLagrange multiplierế6.2 ᴿᾼḔ ȲҠ ױ
nonseparable patternᾼdual problemⱢȸ

Slack variables xi֯dual 

problemБ ЛṓϠȴ



Џ Ἤ ⅍( Medical Image Processing Lab. )
Graduate School of Computer Science & Information Engineering

20

Optimal hyperplane for non-separable patterns

¹ ֣ wᾼ Ṿ Ɫ

ẔМNsⱢsupport vectorsᾼ ȴ

¹ḟứbiasᾼ Ṿ ȲᵓӣKuhn-Tucker Ԉứ כ

֯saddle pointȲprimal problemᾼLagrangian function xiᾼ и
ὑ Ȳ֪ױ

( )[ ] Nibd ii

T

ii ,....,2,1,01 ==+-+ ȱȱȱxa xw

ä
=

=
SN

i

iiid
1

,00 xw ȱa

Niii ,....,2,1,0 == ̠xm

Cii =+ma

Cii <= ax   if  0

(6.24)

(6.25)

(6.26)

(6.27)
(6.28)

ᶺ Ҡѿ ӐМậҏԉᴶ
ᾼ Ṝ0<ao,i<CȲṿxiⱢ ȴԛ
ѿEq(6.25)ḟứ Ṿᾼbias boȴᵀ

ᾼ Ȳ ֻ╥ Ӑ
МậҏἬצ ֥ Ԉᾼ ᾼӂᶁ
ẃᵂⱢ Ṿᾼbias boȴ
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How to Build a Support Vector Machine for Pattern Recognition

¸SVMᾼ Ἐḟứὑϯ Ẓ ᵂȸ
¹ Ϛ Ϥ֣ ‍ ἤᾼ ẞϚ ᾼ Ὲ ȴ
¸ Coverôs theorem on the separability of patterns.

¸Ϛֵ Ὲ Ҡ ẞϚ ᾼ Ὲ Ȳpatternצ− ᾼ
Ҡ ἤи ȴ

¹∂ Ϛ ṾᾼhyperplaneҠ Ḕ Ϛ ᾼ ᴩи ȴ
иױ¸ hyperplane ӣẃи ֣ Ὲ ᾼ ἤẗהȴ

xi

j(xi)

j(.)

Input (data) space

Feature space
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How to Build a Support Vector Machine for Pattern 

Recognition (cont.)

¸Inner-Product Kernel

¹҆xῶӱm0 ϤῈ МᾼϚ Ϥ֣ Ȳ{jj(x)m1
j=1}ῶ

ӱϚ ϤῈ ẞm1 ᾼ Ὲ ᾼ‍ ἤ ȴ

¹ jj(x) is defined a priori for all j.

¹⁄Ҡứ Ϛhyperplane

ẔМ ῶӱϚ Ὲ ẞ ҏῈ ᾼ ἤ
ȲbⱢbiasȲ w0=bȲj0(x)=1Ȳ⁄ϱהҠ ϚḔ

ῶӱכ

ä
=

=+
1

1

0)(
m

j

jj bw xj

{ }1

1

m

jjw
=

(6.29)

ä
=

=
1

0

0)(
m

j

jjw xj (6.30)
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How to Build a Support Vector Machine for Pattern 

Recognition (cont.)

¹jj(x)ῶӱ Ϥ֣ x ᴖẃᾼ Ὲ

ứ Ҡ

Ȳdecision surfaceⱢױ¹֪

¹ Eq(6.12) Ȳ Eq(6.12) Ϥ֣ xiѿẔ ֣

j(xi)҅Ϥ

[ ]T

m )](),...,(),()(
110 xxxx jjjj ȱȱ=

xx  allfor   1)(0 =j

0)( =xw jT

ä
=

=
N

i

iiid
1

)(xw ja

Hyperplane

(6.31)

(6.32)

(6.33)

(6.34)
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How to Build a Support Vector Machine for Pattern 

Recognition (cont.)

¸ Eq(6.34)҅ϤEq(6.33) ȲҠứ Ὲ ᾼdecision surface

¸The term jT(xi)j(x) represents the inner product of two 

vectors induced in the feature space by the input vector x and 

the input pattern xi

¸The inner-product kernel is a symmetric function of its 

arguments
K is a symmetric function

(6.35)

(6.36)

(6.38)
Eq(6.36)҅ϤEq(6.35)Ҡ


