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Convolutional Neural Networks

Convolutional Neural Networks are a special kind
of multi-layer neural networks.

They are trained with a version of the back-
propagation algorithm. Where they differ is in the
architecture.

Convolutional Neural Networks are designed to
recognize visual patterns directly from pixel
Images with minimal preprocessing.

They can recognize patterns with extreme

variablility, and with robustness to distortions and
simple geometric transformations.



Convolutional Neural Networks

In 1995,Yann LeCun and Yoshua Bengio introduced
the concept of convolutional neural networks.
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Convolutional Neural Networks

Feature maps

Convolutions Subsampling Convolutions Subsampling Fully connected

C1: feature maps
6@28x28

g . I
| : | Full conflection l Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection

[LeNet-5, LeCun 1980]



Convolutional Neural Networks

e
Recap of Convnet

Feature maps

U Neural network with T
specialized connectivity structure
U Feed-forward: Pooling
- Convolve input T
- Non-linearity (rectified linear)
- Pooling (local max) Non-linearity
U Supervised T
(i Train convolutional filters by Convolution
back-propagating classification error (Learned)

Input image



Convolutional Neural Networks
N

LeNet-5,

LeNet-5 is designed for handwritten and machine -printed
character recognition.

Here is an example of LeNet-5 in action.
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LeNet-5 is designed for handwritten and machine -printed

character recognition.

Cl: 6x28x28 S2oxldnld C3: 1ex10x10

input image:
32x32

3

i
u S2,S4: Subsampling layer. (by factor 2)
U F6: Fully connected layer.

U About 187,000connection.
U About 14,000trainable weight.

C5: 120
54 ](‘\."‘.5.“.5____-—-“'___- " Fi: 84
— o,

RBF ocutput: 10

C1,C3,C5: Convolutional layer. (5 U5 Convolution matrix .)



LeNet-5 is designed for handwritten and machine -printed
character recognition.

Cl: 6x28x28 S2oxldx14 C3: 16x10x10

C5: 120
input image:

32x32

S4: 16x5x5

RBF ocutput: 10
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Convolutional Layer
N

32x32x3 Image

32 height

3 depth



Convolutional Layer

32x32x3 Image

5x5x3 filter
32 height Ii
| Convolve the filter with the
3p Width POET | wbol o6the? UO
3 depth Image spatially, computing

EOQOUwWwxUOEUEUU?



Convolutional Layer

32x32X3 Image

32 height

3 depth

Filters always extend the full
depth of the input volume

5x5x3 filter
I
Convolve the filter with the
POET | wbol o6the? UO

Image spatially, computing
EQOUwx UOEUEUU~



Convolutional Layer

__— 32x32x3 image

5x5x3 filter w
2
the result of taking a dot product between the

filter and a small 5x5x3 chunk of the image

32 (l.e. 5*5*3 = 75-dimensional dot product + bias)

? wliz+b

™~ 1 number:




Convolutional Layer

activation map

__— 32x32x3 image
5x5x3 filter

V
==

32

convolve (slide) over all
spatial locations




Convolutional Layer

consider a second,green filter

__— 32x32x3 image activation maps
5x5x3 filter

V
=

32

convolve (slide) over all
spatial locations




Convolutional Layer

For example, if we had 6 5x5 filters, weZl get 6 separate activation maps:

activation maps

T

Convolution Layer

32 A

3 6

28

We stack these up to get & new image” of size 28x2856.



Convolutional Layer

Preview: ConvNet is a sequence of Convolution Layers,
Interspersed with activation functions

32 28

CONV,
RelLU
e.g.6
5x5x3
32 filters

28




Convolutional Layer

Preview: ConvNet is a sequence of Convolution Layers,
Interspersed with activation functions

32

32

CONYV,
RelLU
e.g.6
ox5x3
filters

28

28

CONV,
RelLU
e.g. 10
oX5x6
filters

10

24

CONYV,
RelLU

24



Convolutional Layer
N

Low-Level| |Mid-Level| |High-Level] | Trainable
Feature Feature Feature Classifier

r

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]



Convolutional Layer

Low-Level| |Mid-Level| |High-Level| | Trainable
Feature Feature Feature Classifier

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]

Hubel & Weisel featural hierarchy
e gﬁer-wmplex @ high level
S
complex celils @ mid level
simple celis CD
O low level




Convolu’rionql Layer

PRI NEREENITN NESESAETNRSEERRSERG
. one filter =>
one activation map example 5x5 filters

i ~ (32 total)

We call the layer convolutional
because it is related to convolution
of two signals:
.-... fAxylegleyl = 3 X flmnl-glx—n,y—n,]
) YN o
elementwise multiplication and sum of
.i.. a filter and the signal (image)




Convolutional Layer

RELU RELU| RELU RELU| RELU RELU
CONVlCONVl CONVlCONVl CONVlCONVl -
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Convolutional Layer

A closer look at spatial dimensions:

activation map

__— 32x32x3 image
5x5x3 filter

==

32

convolve (slide) over all
spatial locations




Convolutional Layer

A closer look at spatial dimensions:

v

/X7 Input (spatially)
assume 3x3 filter




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
assume 3x3 filter

v




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
assume 3x3 filter

v




Convolutional Layer

A closer look at spatial dimensions:

2

/X7 Input (spatially)
assume 3x3 filter




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
2 assume 3x3 filter

=> 5X5 output




Convolutional Layer

A closer look at spatial dimensions:

v

/X7 Input (spatially)
assume 3x3filter
applied with stride 2




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
assume 3x3filter
applied with stride 2

v




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
2 assume 3x3filter
applied with stride 2

=>3X3 output




Convolutional Layer

A closer look at spatial dimensions:

v

/X7 Input (spatially)
assume 3x3filter
applied with stride 37?




Convolutional Layer

A closer look at spatial dimensions:
7

/X7 Input (spatially)
assume 3x3filter
applied with stride 37

Doesrg fit! cannot
apply 3x3 filter on 7x7
iInput with stride 3




Convolutional Layer

Output size:

(N - F)/stride + 1

N €9 N=7F=3
F stride 1=>(7-3)/1+1=5

stride 2=>(7-3)/[2+1=3
stride 3=>(7/-3)/3+ 1 =2.33\:




Convolutional Layer

In practice: Common to zero pad the border

e.g. input 7x7,

3x3filter, applied with

stride 1 pad with 1 pixel
border => what is the output?

0/0|0(0]|0

o | O o | o | O

(recall?)
(N -F)/stride + 1




Convolutional Layer

In practice: Common to zero pad the border

0

0

0

0

0

o | O o | o | O

e.g. input 7x7,
3x3filter, applied with
stride 1 pad with 1 pixel
border => what is the

MR dutput



Convolutional Layer

In practice: Common to zero pad the border

0

0

0

0

0

o | O o | o | O

e.g. input 7x7,
3x3filter, applied with
stride 1 pad with 1 pixel
border => what is the

CHPFButput

In general, common to see CONV
layers with stride 1, filters of size
FxF, and zero-padding with (F -1)/2.
(will preserve size spatially )
e.g. F =3 =>zero pad with 1
F=5=>zero pad with 2
F=7=>zero pad with 3



Convolutional Layer

11 OI OEl UWEEEQwWUO6 w

E.g. 32x32 input convolved repeatedly with 5x5 filters

shrinks volumes spatially! (32 -> 28-> 24...).

Shrinking UOOwi EUUwPUwOOUwWl OOEOWEO

32

32

CONV,
RelLU
eg.6
9x5x3
filters

28

28

CONYV,
RelLU
e.g. 10
5x5x6
filters

10

24

CONV,
RelLU

24



Convolutional Layer

Input volume: 32x32x3
10 5x5 filters with stride 1, pad 2
Output volume size?

<

N



Convolutional Layer

Input volume: 32x32x3
10 5x5 filters with stride 1, pad2
Output volume size?

Output volume size:
(32+272-5)/1+1 = 32 spatially,
SO 32x32X0

<

N



Convolutional Layer

/|

Input volume: 32x32x3 /
10 5x5 filters with stride 1, pad 2

Number of parameters in this layer?

N



Convolutional Layer

A A

Input volume: 32x32x3 / _/
10 5x5 filters with stride 1, pad 2

Number of parameters in this layer? each filter
has 5*5*3 + 1 = 7/parameters (+1 for bias)
=>76*10 = 760



Convolutional Layer

1x1 convolution layers make perfect sense

1x1 CONV

o6 with 32 filters 56

(each filter has size
1X1x64, and performs a
64-dimensional dot

56 product)

64 32

56




Convolutional Layer

The brain/neuron view of CONV Layer

_—— 32x32x3 image

5x5x3 filter
2
\ 1 number:

32 the result of taking a dot product between
the filter and this part of the image
(i.e. 9*5*3 = 75-dimensional dot product)




Convolutional Layer

The brain/neuron view of CONV Layer

_— 32x32x3 image

-

V
——0

32

ox5x3 filter

\

1 number:

I

It's just a neuron with local
connectivity...

the result of taking a dot product between
the filter and this part of the image
(i.e. 9*5*3 = 75-dimensional dot product)




Convolutional Layer

32

32

o Wo

————
axon from a neuron

An activation map is a 28x28 sheet of neuron
outputs:

1. Each is connected to a small region in the input
2. All of them share parameters

“5xb filter” -> “6x5 receptive field for each neuron”



Convolutional Layer

32

32

00000

28

28 E.g. with 5 filters, CONV
layer consists of neurons
arranged in a 3D grid
(28x28x5)

There will be 5 different
neurons all looking at the
same region in the input
volume



Activation Fuction: RelLU

Sy
Rectified linear (ReLU) :

f(x) = tanh(x) f(x) = max(0, x)

T30

TV T

+2.0 1

-1.0 +1.0 +3.

1.0 =

-1.0 ¢

x=w/f(z,) + w,f(z,) + w,f(z,)

-20 t ; : 20
x is called the total input

to the neuron, and f(x)
~a IS its output

Very bad (slow to train) Very good (quick to train)




RELU RELU RELU RELU RELU RELU
CONV lCONVl CONV lCONVl CONV 1CONV1
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Pooling Layer

Pooling layer
- makesthe representations smaller and more manageable
- operatesover each activation map independently:

224x224x64
y 112x112x64

pool =
‘ ‘E y
~ o 112
224 downsampling .
112

224




Pooling Layer

Max Pooling

Single depth slice

-

1(111]12 | 4

max pool with 2x2 filters
5| 6 |7 |8 and stride 2
31210
1123 | 4




Fully Connected Layer

Fully Connected Layer (FC layer)

- Contains neurons that connect to the entire input volume, as
In ordinary Neural Networks

RELU RELU RELU RELU RELU RELU
CONV lCONVl CONV CONVl CONVlCONV\
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Case Study: LeNet-5

[LeCun et al., 1998]

C3.1. maps 16@10x10
INPUT C1: feature maps S4:1. maps 186@5x5

6@28:x28
3232 $2:1.ma :
B@14x14 e FS:layer | QUTPUT

I | Full coanection ’ Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection

Conv filters were 5x5, applied at stride 1
Subsampling (Pooling) layers were 2x2 applied at stride 2

i.e. architecture is [CONV-POOL-CONV -POOL-CONV -FC]



Case Study: AlexNet

[Krizhevsky et al. 2012]

— b

W

A
13

™
%
13-~
b

192

Input: 227x227x3 images
First layer (CONV1): 96 11x11 filters applied at stride 4
What is the output volume size? Hint: (227-11)/4+1 =55



Case Study: AlexNet

[Krizhevsky et al. 2012]

SN 1 A
J
P24 |
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13
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i 1> %

22 Max 128 Max
of & poaling pooling
3 ae

Input: 227x227x3 images
First layer (CONV1): 96 11x11 filters applied at stride 4 =>

Output volume [55x55x96]
What is the total number of parameters in this layer?




Case Study: AlexNet

[Krizhevsky et al. 2012]
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Input: 227x227x3 images

First layer (CONV1): 96 11x11 filters applied at stride 4
=>

Output volume [55x55x96]

Parameters (11*11*3)*96 = 35K



Case Study: AlexNet

[Krizhevsky et al. 2012]

L 2

13

192

Input: 227x227x3 images After CONV1: 55x55x96
Second layer (POOL1): 3x3 filters applied at stride 2

What is the output volume size? Hint: (55-3)/2+1 = 27



Case Study: AlexNet

[Krizhevsky et al. 2012]
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Input: 227x227x3 images After CONV1: 55x55x96
Second layer (POOL1): 3x3 filters applied at stride 2
Output volume: 27x27x96

Q: what is the number of parameters in this layer?



Case Study: AlexNet

[Krizhevsky et al. 2012]
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Input: 227x227x3 images After CONV1: 55x55x96
Second layer (POOL1): 3x3 filters applied at stride 2
Output volume: 27x27x96

Parameters:0



Case Study: AlexNet

[Krizhevsky et al. 2012]

Input: 227x227x3 images
After CONV1: 55x55x96
After POOL1: 27x27x96



Case Study: AlexNet

—t A N
% 1 \ Nt 4\ It AR E N x4 } » o |
| ! Al \ \ \
P { ! . { . v " joah \ / Jory \dense
- ’ 128 = P X g

[Krizhevsky et al. 2012] 5 © — & “‘l\ + wl¥
Full (simplified) AlexNet architecture: b v
[227x227x3] INPUT

[55x55x96] CONV1: 96 11x11 filters at stride 4, pad O
[27x27x96] MAX POOLL1: 3x3 filters at stride 2
27x27x96] NORM1: Normalization layer

[27x27x256] CONV2: 256 5x5 filters at stride 1, pad 2
[13x13x256] MAX POOL2: 3x3 filters at stride 2
[13x13x256] NORM2: Normalization layer
[13x13x384] CONV3: 384 3x3 filters at stride 1, pad 1
[13x13x384] CONV4: 384 3x3 filters at stride 1, pad 1
[13x13x256] CONVS5: 256 3x3 filters at stride 1, pad 1
[6X6x256] MAX POOL3: 3x3 filters at stride 2

4096] FC6: 4096 neurons

4096] FC7: 4096 neurons

(1000] FC8: 1000 neurons (class scores)

, ——C——




Case Study: AlexNet

AT | il [ h e 1| - | |
[Krizhevsky et al. 2012] { N e e A S e alalh
Full (simplified) AlexNet architecture: \[ e L o S

[227x227x3] INPUT e R -
[55x55x96] CONV1: 96 11x11 filters at stride 4, pad §St@!lS/Retrospectives:

[27x27x96] MAX POOL1: 3x3 filters at stride 2~ (st use of ReLU

[27x27x96] NORM1: Normalization layer - used Norm layers (not common
[27x27x256] CONV2: 256 5x5 filters at stride 1, pad 2 2NYMOre) |
[13x13x256] MAX POOL?2: 3x3 filters at stride 2~ -~ €avy data augmentation
[13x13x256] NORM2: Normalization layer - dropout 0.5 - batch size128

[13x13x384] CONV3: 384 3x3 filters at stride 1, pad 1 SGD Momentum 0.9
[13x13x384] CONV4: 384 3x3 filters at stride 1, pad 1 -€arning rate 1e-2, reduced by 1
[13x13x256] CONV5: 256 3x3 filters at stride 1, pad 1 Manually when val accuracy plate
[6x6x256] MAX POOL3: 3x3 filters at stride 2 - L2 weight decay 5e-4

[4096] FC6: 4096 neurons - 7 CNN ensemble: 18.2%> 15.4%
[4096] FC7: 4096 neurons

[1000] FC8: 1000 neurons (class scores)
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